Detecting Arctic snow and ice cover with FY-1D global data
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Abstract Chinese meteorological satellite FY-1D can obtain global data from four spectral channels which include visible channel (0.58-0.68 μm) and infrared channels (0.84-0.89 μm, 1.0-1.1, 3.0μm, 11.5-12.5 μm). 2366 snow and ice samples 2024 cloud samples 1602 land samples and 1648 water samples were selected randomly from Arctic images. Land and water can be detected by spectral features, Snow-ice and cloud can be classified by textural features. The classifier is Bayes classifier. By synthesizing five days classifying result of Arctic snow and ice cover area complete Arctic snow and ice cover area can be obtained. The result agrees with NOAA/NESDIS MS products up to 70%.
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1 Introduction

The Antarctic and Arctic are key research areas to World Climate Research Programme (WCRP) and International Geosphere-Biosphere Programme[11], and attached importance on seriously in previous IPCC reports[12, 13]. Detecting Arctic snow and ice cover by satellites is very urgent and important to know the process of climate change and monitoring global warming[14]. According to the the published report of American National Snow and Ice Data Center in September 28th, 2005 for the period 1979 through 2001, before the recent series of low extents the rate of September Arctic snow and ice cover decline was slightly more than 6.5 percent per decade. After the September 2002 minimum, which was the record before this year, the trend steepened to 7.3 percent. Incorporating the 2005 minimum, with a projection for ice growth in the last few days of September, the estimated decline in end-of-summer Arctic sea ice is now approximately 8 percent per decade. If current rates of decline in sea ice continue the summertime Arctic could be completely ice-free well before the end of this century. Snow and ice cover in polar area is an important factor by which surface physical process influences climate system, and its seasonal and annual change is not only restricted by but also having great influence on climate system. Keeping a close attention on Arctic snow and ice cover has great significance to both global climate change and China weather and climate.

Currently, it is usually using optical passive and active radar satellite remote sensing sensors to detecting arctic snow and ice, and sensors of different kinds has their advantages.
and disadvantages. Advanced Very High Resolution Radiometer (AVHRR), loaded on NOAA series satellites whose resolution is 1 km, can be used to accurately estimate sea ice boundary, sea ice intensity, surface type and temperature [5-7], but its shortcoming is that motionless clouds and long-time night disturb its data acquisition. Clouds and night can not influence passive microwave sensors [8-12]. Special Sensor Microwave Imager (SSM/I) loaded on Defense Meteorological Satellite Program (DMSP), a multichannel microwave radiometer, can obtain daily global sea ice intensity data and differentiate multi-year ice and one-year ice [13-14], but its resolution is low (about 25 km). SAR (Synthetic Aperture Radar) loaded on satellite can detect snow and ice and free of the influence of clouds and night, and its data resolution is very high (about 20 m), so its data is frequently used in the research of snow and ice [15-16]. Its shortcoming is limited detecting area and cannot be used to global or hemispheric detection.

Since FY-1C/D being launched, China has its own global satellite remote sensing data. FY-1C and 1D have the same sensors: Multichannel Visible and Infrared Scan Radiometer (MVISR), which can obtain global data of visible, near-infrared, and infrared short window channels whose wavelength and data format is similar to that of the 1, 2, 3, 4, 5 channels of NOAA-AVHRR [17]. Up to now, 6 years global data have been collected from the MVISR, and these data is useful to polar snow and ice research. However, because of the lack of NOAA-AVHRR's third channel (1.6 μm in daylight and 3.7 μm in night) that is effective to distinguish clouds and snow [18-20], previous methods cannot be used for utilizing the data. In this paper, a new method is presented to obtain Arctic snow and ice cover by using the MVISR data.

Based on many test and samples analysis, the difference of the spectral features and texture features between clouds and snow-ice in the four channels of MVISR was understood and then a discriminant function to distinguish clouds and snow-ice was built. The result is that it is effective to discriminate clouds and snow-ice by spectral feature and texture feature.

2 Data

FY-1D global data (GDPT) are obtained from China National Satellite Meteorological Center. The footprint resolution is 3245 m [21]. There are four channels: channel 1 (0.58-0.68 μm), channel 2 (0.84-0.89 μm), channel 3 (1.0-1.13 μm), channel 4 (1.5-1.25 μm). Because a visible channel was used and the Arctic is in the polar night during winter, the summer data (May-July 2004-2005) were selected.

3 Feature analysis

According to the experience of satellite meteorologists, various samples including 2172 snow and ice samples, 2133 clouds samples, 1602 land samples, 1648 water samples were obtained.

3.1 Spectral feature analysis
It is difficult to distinguish snow and ice from clouds because the reflectivity of clouds, snow and ice are all high in visible band. In infrared band, the brightness temperature of clouds has a wide range. The brightness temperature of some clouds is lower than snow and ice, and the brightness temperature of some clouds is close to that of snow and ice. So some clouds may be distinguished from snow and ice by brightness temperature. According to tests, it was found that the difference between channel 1 and channel 2 is useful to distinguish clouds and snow-ice. That is, the value of clouds is relative low and the value of snow and ice is relative high. Figure 1a shows the image of channel 2 reflectivity in Beaufort Sea and Alaska in the south in June 22, 2004. Figure 1b shows the corresponding image of the difference of channel 1 and channel 2. In figure 1a, the reflectivity of clouds, snow and ice are all high, so it is impossible to distinguish them by the reflectivity of visible band, but the texture of snow and ice is apparently smoother than that of clouds. Therefore, the next portion will have a detailed analysis of the texture feature of clouds, snow and ice. In figure 1b, most clouds are more dark than snow and ice, so the difference between channel 1 reflectivity and channel 2 reflectivity is an important difference between clouds and snow-ice.

A simple discriminant method was designed by the reflectivity and the reflectivity difference between channel 1 and channel 2. The thresholds are set as follows:

\[
\begin{align*}
\text{water} & : 0\% < [\text{CH 1} - \text{CH 2}] \leq 10\% \\
\text{CH 2} & : < 20\%
\end{align*}
\]

\[
\begin{align*}
\text{land} & : [\text{CH 1} - \text{CH 2}] < 0\% \\
\text{CH 2} & : < 50\%
\end{align*}
\]

\[
\begin{align*}
\text{particular clouds} & : 0\% < [\text{CH 1} - \text{CH 2}] < 8\% \\
\text{CH 2} & : > 25\%
\end{align*}
\]

CH 1 and CH 2 are the reflectivity of channel 1 and channel 2, respectively. CH 1-CH 2 is the difference between the reflectivity of channel 1 and channel 2. By using this threshold discriminant method, most clouds can be distinguished from snow and ice. In the next part, texture feature analysis is used for further distinguishing clouds and snow-ice.

3.2 Texture feature analysis

Texture is a concept often used to describe images. Haralick first proposed Grey Level Co-occurrence Matrix (GLCM)\(^{[22]}\), which is a widely used texture statistical method. GLCM reflects the synthetic information of direction intervals, change width of image grey level, and can be used to analysis images' unit and arrange structure. The GLCM method assumed that textual information is characterized by a set of co-occurrence matrices \(P(i, j, d, \theta)\), where \((i, j)\) is the element of the relative frequency with which two pixels separated at the distance \(d\) occur in image \(P(i, j, d, \theta)\) is generally expressed by matrix, so it is called as Grey Level Co-occurrence Matrix. Generally, \(\theta\) is considered \(0^\circ, 45^\circ, 90^\circ, 135^\circ\) respectively, and then \(P(i, j, d, \theta)\) is a symmetry matrix. Haralick defined 14 texture features such as contrast, entropy, inverse difference moment, correlation, angular second moment and so on\(^{[23]}\). The formulas are listed as follows.
Fig 1 Comparison of the reflectivity of channel 2 (left) with the difference between reflectivity of channel 1 and reflectivity of channel 2 (right).

<table>
<thead>
<tr>
<th>Texture feature</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrast</td>
<td>$CON = \sum_{m=0}^{l-1} n_0 \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} \hat{p}(i,j)$</td>
</tr>
<tr>
<td>Entropy</td>
<td>$ENT = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} \hat{p}(i,j) \log \hat{p}(i,j)$</td>
</tr>
<tr>
<td>Inverse difference moment</td>
<td>$HOM = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} \frac{\hat{p}(i,j)}{1 + (i-j)^2}$</td>
</tr>
<tr>
<td>Correlation</td>
<td>$COR = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} \frac{\hat{p}(i,j) - u_1 u_2}{\sigma_1 \sigma_2}$</td>
</tr>
<tr>
<td>Angular second moment</td>
<td>$ASM = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} \hat{p}(i,j)$</td>
</tr>
</tbody>
</table>

$u_1$, $u_2$, $\sigma_1$, $\sigma_2$ are defined as

$$u_1 = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} \hat{p}(i,j), \quad u_2 = \sum_{j=0}^{l-1} \sum_{i=0}^{l-1} \hat{p}(i,j)$$

$$\sigma_1^2 = \sum_{i=0}^{l-1} (i - u_1)^2 \sum_{j=0}^{l-1} \hat{p}(i,j), \quad \sigma_2^2 = \sum_{j=0}^{l-1} (j - u_2)^2 \sum_{i=0}^{l-1} \hat{p}(i,j)$$

These texture features are mean value of four direction ($0^\circ$, $45^\circ$, $90^\circ$, $135^\circ$). In order to reduce computational
complexity, the images’ grey level is compressed to 256 level before calculating grey level co-occurrence matrix. If the neighborhood window is too big, snow-ice and clouds are mixed in one neighborhood window; if the neighborhood window is too small, one neighborhood window cannot reflect texture features. In order to choose the proper size of neighborhood window, HOM, ENT, ASM are computed with $3 \times 3$, $7 \times 7$, $13 \times 13$ pixel neighborhood window, respectively. 200 snow-ice samples and 200 clouds samples are selected specially at the boundary of snow-ice and clouds in the images. According to the definition of those texture features, as for snow and ice, HOM should be high, ENT should be low, ASM should be high; as for clouds, HOM should be low, ENT should be high, ASM should be low. Table 2 shows that if $3 \times 3$ pixel neighborhood window is selected, HOM maximum and minimum, ENT maximum and ASM minimum of snow-ice and clouds are close, which is the result of $3 \times 3$ pixel neighborhood window is too small to demonstrate the difference of texture features between snow-ice and clouds. If $13 \times 13$ pixel neighborhood window is selected, HOM maximum, HOM mean, ENT minimum, ASM maximum, ASM mean are closer than $7 \times 7$ pixel neighborhood window, which is the result of $13 \times 13$ pixel neighborhood window is too large to mix texture features of snow-ice and clouds. The result is that $7 \times 7$ pixel neighborhood window is most suitable for analyzing the texture features of snow-ice and clouds.

Table 2  Neighborhood window selection analysis

<table>
<thead>
<tr>
<th></th>
<th>3 x 3</th>
<th>7 x 7</th>
<th>13 x 13</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max</td>
<td>min</td>
<td>mean</td>
</tr>
<tr>
<td>HOM</td>
<td>Cloud</td>
<td>0.82</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Snow-ice</td>
<td>1.0</td>
<td>0.18</td>
</tr>
<tr>
<td>ENT</td>
<td>Cloud</td>
<td>0.82</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Snow-ice</td>
<td>1.0</td>
<td>0.18</td>
</tr>
<tr>
<td>ASM</td>
<td>Cloud</td>
<td>2.19</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Snow-ice</td>
<td>2.19</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Cloud</td>
<td>0.48</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Snow-ice</td>
<td>1.0</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Both channel 1 and 2 are reflectivity images and they have the same texture features. Both channel 3 and 4 are brightness temperature images and they also have the same texture features. So only the texture features of channel 2 and 3 are computed. In order to reduce compute time and improve discriminant accuracy, texture features are screened by stepwise discriminant analysis. The result is that HOM, ENT, ASM, COR of channel 2 and HOM of channel 3 are most effective texture features to distinguish snow-ice and clouds. Figure 2a shows the ability of spectral features distinguishing snow-ice, clouds, land and water. Figure 2b shows the ability of texture features distinguishing snow-ice from clouds.

4 Classification

Classical Bayes discriminant method is used to distinguish snow-ice from clouds. It is
one of the best classification methods with high accuracy which is based on Bayes decision-making rules. Its principle is discriminating objects on the premise of a certain degree of knowledge of these objects. Prior probability $q_i$ is set by the proportion of test samples quantity. Assumed that the losses of false judgment $c$ are equal that is $c(1|2) = c(2|1)$. $X = (X_1, X_2, \ldots, X_n)$, $n$ is the number of samples. $G_1$ means snow and ice. $G_2$ means cloud. And they are in $p$-dimensional normal distribution. The probability density is

$$f_i(x) = \left(2\pi\right)^{-\frac{p}{2}} \left| \sum_i \right|^{-\frac{1}{2}} \exp\left(-\frac{1}{2}(x - \mu_i)^T \sum_i^{-1} (x - \mu_i)\right), \quad i = 1, 2$$

$\mu_i$ is the vector of mean $\sum_i (i = 1, 2)$ is covariance matrix $|\sum_i|$ is determinant of matrix.
\[ \Sigma_i \ (i = 1, 2). \] The discriminant formula is
\[ \begin{align*}
x \in G_1 \quad &\text{if} \ W^+ (x) \geq K, \\
x \in G_2 \quad &\text{if} \ W^+ (x) < K,
\end{align*} \]
where
\[ W^+ (x) = -\frac{1}{2} x^T \left( \sum_1^{-1} - \sum_2^{-1} \right) x + \left( \mu_1^{-1} \sum_1^{-1} - \mu_2^{-1} \sum_2^{-1} \right) x \]
\[ K = \ln \left( \frac{q_2 c(1/2)}{q_1 c(2/1)} \right) + \frac{1}{2} \ln \left( \frac{\| \sum_1 \|}{\| \sum_2 \|} \right) + \frac{1}{2} \left( \mu_1^{-1} \sum_1^{-1} - \mu_2^{-1} \sum_2^{-1} \right) x \]
\[ \mu_1 = x^{(1)}, \ \mu_2 = x^{(2)}, \ \sum_1 = S_1, \ \sum_2 = S_2 \]
\( x^{(1)} \) and \( x^{(2)} \) are mean value of all features of \( G_1 \) and \( G_2 \), respectively. \( S_1 \) and \( S_2 \) are covariance matrix of all features of \( G_1 \) and \( G_2 \), respectively.

5 Comparison with MS

The United States National Oceanic and Atmospheric Administration/National Environmental Satellite Data and Information Service (NOAA/NESSDIS) has an extensive history of monitoring snow and ice coverage. NOAA began development of the MS in 1995 in order to make a daily snow map feasible. Use MS Daily Northern Hemisphere Snow and Ice Analysis at 4 km resolution to verify the results that are computed by the method described above.

The discriminant result is synthesized by 5 days discriminant results in order to minimize the influence of clouds. As to overlapping areas data with high solar zenith angle is prior to data with low solar zenith angle. Select the discriminant results of the last 5 days of May, June, July of 2004 and 2005 to verify the discriminant accuracy. The highest accuracy is 90.75%, and the lowest accuracy is 72.14%. Figure 3 shows that the comparison between discriminant results of the last 5 days of June 2004 and the corresponding MS product. According to the comparison, most snow and ice cover areas are accurately discriminat-

The primary goal of this work is to obtain snow and ice coverage areas by FY-1D MV SSR/GDPT. According to the spectral features described above, a simple threshold method can be used to discriminate land, water, and some parts of clouds. Using the difference of textural features between snow-ice and cloud is a feasible method to distinguish snow-ice from clouds with FY-1D MV SSR GDPT data. Select gray level co-occurrence matrix to compute texture features. Stepwise discriminant method is used to filter textural features, and 5 comparative important textural features are selected: homogeneity of channel 2, entropy of channel 2, angular second moment of channel 2, correlation of channel 2, and homogeneity of channel 2. The suitable neighborhood window size is 7 × 7.

Classical Bayes discriminant classifier is effective to divide snow-ice from clouds with
selected texture features but there are some errors for the reason that the prior probability cannot be accurately given. The texture feature of snow is complex, therefore some areas covered by snow, especially mountainous area covered by snow, cannot be accurately identified. In further work, enhancing sample storages of all types and building independent snow sample storage may be useful to improve the discriminating accuracy.
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